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Deep Learning

Activation functions

Sigmoid

The sigmoid function has a range of [0,1] and can be used both as a squashing function, in order to
any real number to a value between 0 and 1, or as an activation function that guarantees that the
output of that unit is between 0 and 1. Furthermore, it is a non-linear function and thus ensures that a
neural network can learn a non-linearly separable problem.

Figure 1: Sigmoid function

A general problem with this function, as an activation function, is that it saturates. This means that
large values correspond to 1 and low values to 0, and they are only really sensitive to values around
their mid-point. When it is saturated, the learning algorithm has trouble adjusting the weights.

ReLu

The rectified linear unit function or ReLu is a non-linear function that acts like a linear one. Its range is
[0, ∞) as it returns 0 for any negative value and the original value if it is positive. In other words, it is
linear for positive values and non-linear for negative values.
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Figure 2: Rectified linear unit function

It is the de facto activation function used for Deep Learning networks, due to its many advantages.
It is computationally simple, allows sparse representations (it outputs zero values), has a linear
behavior (easier to optimize and avoids vanishing gradients).

Softmax

The softmax function returns a probability distribution for each one of the k provided inputs. The sum
of all these probabilities amounts to 1.

Transformers

Deep learning models that are design to process a connected set of units (e.g. tokens in a sequence
or pixels in an image) only using the mechanism of self-attention. They are simple models that
still haven’t reached their performance limit, as it is currently only being limited by computational
resources. They are also extremely generic, they have been mostly used for NLP but they can be
exploited for more tasks, which is very useful for multi-modal learning.

Inputs

Word representation

A word embedding is a featurized representation of a set of words. These high dimensional vectors give
a good representation to learn semantic properties of words. A common technique to visualize them is
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a t-SNE plot, as it plots these high dimensional embeddings into a 2D space. The distance between the
points indicates the similarity of the words, which allows us to perform some kind of clustering.

The steps to use word embeddings are the following:

1. Learn them from very large corpuses of unlabeled text/use pretrained word embeddings
2. Transfer embedding to a new task with a smaller training set
3. Finetune the embeddings with new data (optional, useful when the training set is big)

This is a transfer learning process.

1. TODO Analogy

Similarity measures (e.g. cosine similarity)

Positional encoding

Transformers see sentences as sets of words, which means that the order of the words is not relevant.
This can be circunvented by using positional encoding, which forces them to evaluate a sentence as a
sequence. The most common ways of performing it is by using sine and cosine functions of different
frequencies:

PE(pos,2i) = sin(pos/100002i/dmodel) PE(pos,2i+1) = cos(pos/100002i/dmodel)

Each dimension corresponds to a sinusoid, which forms a geometric progression from 2π to 10000 · 2π

(https://doi.org/10.48550/arxiv.1706.03762?).

Self attention

It is a sequence-to-sequence operation:

Input vector => Model => output vector

To produce the output vector, the self attention operation performs a weighted average over the input
vectors:

yi = Σjwijxj

The weight wij is not a parameter, but rather it’s derived from a function over xi and xj . The simplest
function is the dot product:

w′ij = xT
i xj

The softmax function is applied to the dot product in order to map the values to [0,1].
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Figure 3: Operation of self attention

The self attention operation is the only one that propagates information between vectors.

It is called self attention because there are mechanisms that decide which elements of the input
are relevant for a particular output. The general mechanism is as follows, the input are values, a
mechanism assigns a key to each value and to each output the mechanism assigns a query. This is
similar to how a key-value store works, in our case for each query we will obtain a sum of all the keys
weighted by the extent of the match.

Basic mechanism

By using feature selection and performing the dot product, we can apply self attention to NLP. self
attention to NLP. By creating an embedding vector, which is a numeric representation of a sequence of
words we apply the previously formulated yi function in order to obtain an output vector. The output
vector will represent how related are two vectors in the input set, in this case related is determined by
which learning task we are performing. Self attention sees the input as set, the order of the elements
is not taken into account.

Additional mechanisms

1. Queries, keys and values

Each input vector xi is used in 3 different ways:

• Query: Compared to every other vector to establish the weights for its own output yi

• Key: Compared to every other vector to establish the weights for its own output yj

• Value: Used as part of the weighted sum to compute each output vector
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In this case we use new vector for each role, which means that we add 3 weight matrices Wq,
Wk, Wv and compute 3 linear transformations.

Figure 4: Self attention with query, key and value

2. Scaling the dot product

The softmax function is sensitive to large values, which produce low gradients. We solve this by
scaling it down:

w′
ij = qT

i kj√
k

3. Multi-head attention

A word can have different meanings depending on its neighbours, in order to work around this
problem we combine multiple self attention mechanisms. We assign each attention head a
different matrix W r

q , W r
k , W r

v . In order to perform a multi-head self attention efficiently, we
divide the input vector by the number of heads (|xi| = 256, R = 8 => 8 chunks of 32 dimensions)
and generate queries, keys and values for each chunk.

Building transformers

The standard architecture revolves around 3 types of layers:

• Self attention
• Layer normalization: normalizes the activation of the previous layer for each sample in a batch

(instead of the whole batch)
• Feed forward layer (MLP)

Amin Kasrou Aouam 7



Thesis brain dump 10-2021

Residual connections, which allow the neural network to skip them, are added between each layer
normalization.

Figure 5: Transformer architecture

The input of the transformer is the embedding vector (word embedding), but in order to take into
account the position of the words we need an additional data structure. There are 2 approaches:

• Position embeddings: create an embedding vector containing the position. It’s easy to implement
but we need to use sequences of every length during the training.

• Position encodings: use a function f : N → Rk to map the positions to vectors of real numbers
that the network can interpret. For a well chosen function the network also works on longer
sequences, but it is a complicated hyperparameter.

Figure 6: Higher level view of the architecture

Example - Text generation transformer

Transformers can be used as autoregressive models (i.e. they use data from the past to predict the
future), one example is a model that predicts the next character in a sequence.

In order to use self-attention for this use case, we need to mask the values after the chosen position i.
This is implemented by applying a mask to the matrix of dot products, before the softmax function.
The mask sets all the elements above the diagonal to −∞.
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Figure 7: Application of the mask to the dot product

Design considerations

Transformers were created to overcome the shortcomings of RNNs, as the recurrent connection imposes
a dependency of the previous timestep to compute the current one.

They can model dependencies over the whole range of the input sequence (unlike CNNs) and they
can be computed in a very efficient way. Furthermore, they were designed to allow for deep models,
as almost all the model (except softmax and ReLU) are linear transformations which preserve the
gradient.

Modeling of graph data

Transformers are able to interpret graph data, as they see a sentence as a fully connected graph of
words. In the case of NLP, it is possible to use full attention as the number of nodes (and subsequently
of edges) is small enough which makes it computationally tractable. However, this approach is not
possible to interpret most types of graph data such as biological networks. In that case, we need to
apply sparse attention (e.g. evaluate the local neighbours).

Single cell data

Since its inception, single cell data has enabled the exploration of DNA, RNA or epigenetic marks at
the finest resolution possible. Single-cell RNA sequencing (scRNA-seq) enables transcriptome-wide
gene expression measurement in a cell, which allows the characterization of different cell types and
even the transition between cell states (e.g. interesting for tumor progression). These new techniques
have generated a substantial amount of enthusiasm due to the new possibilities that they enable. The
advances in these techniques, during the last two decades, have generated vast quantities of data,
which have to be analyzed in a computationally efficient and statistically sound manner (Lähnemann
et al. 2020). Nevertheless, single cell data science brings a set of unique challenges to the table:

• Limited amounts of genetic material
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• Higher technical noise due to amplification
• Higher dimensionality of data

Figure 8: Single-cell vs bulk sequencing

The most urgent challenges that need to be addressed are:

• Quantifying the uncertainty of measurements and analyses: less material implies that there
is a higher uncertainty and thus some common tasks (e.g. SNP calling) have to be performed
with methodological care.

• Benchmark methods that highlight relevant metrics
• Scaling to higher dimensional data: data integration methods need to scale to different types

of context information.
• Data integration of multimodal data and samples
• Varying levels of resolution: operations with different granularity on cell types and states.

Single-cell transcriptomics

Multiple challenges are present in single-cell RNA-seq such as:

• Sparsity in scRNA-seq: these zero values can be due to methodological noise or due to
biologically-true absence of expression. The degree of sparsity depends on the platform,
sequencing depth and the expression of the gene, which makes it difficult to determine to which
category does a zero belong (and furthermore hinders data imputation techniques).

• Discovering complex patterns in differential gene expression: currently differential expres-
sion detection relies on clustering before differential analysis, without taking into account the
uncertainty of cell assignment. Furthermore, methods of comparison of cell-type specific changes
across samples are emerging, and these newer methods need more flexible statistical frame-
works to identify complex patterns across samples.
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• Mapping single cells to a reference atlas: to classify cells into cell types/states it is essential
to have reliable reference systems, with a resolution down to cell state. A computationally and
statistically soudn method has to be developed that works at multiple resolutions, while taking
into account transient cell states and quantifying the uncertainty of the mapping.

• Generalizing trajectory inference: several biological processes (e.g. differentiation, cancer
expansion) can be represented as dynamic changes in cell type/state. A trajectory is a potential
path that a cell can undergo in pseudotime, trajectory inference describes cell state dynamics.
These techniques are still in their infancy and validation methods still have to be developed.

• Finding patterns in spatially resolved measurements: single cell transcriptomics retain the
spatial coordinates of transcripts, novel methods are being developed to extract useful informa-
tion from this new type of data (e.g. spatial dependence of genes).

• Integration of multimodal single-cell data: biological processes are complex and dynamic and
to analyze multiple types of measurements need to be performed. The data from these sources
has to be linked in a biologically meaningful way, while accounting for batch effects.

• Validating and benchmarking tools for single-cell data: due to the advances in sc-seq, a
systematic benchmarking and evaluation of these methods is becoming very pressing.

Literature review

CpG Transformer for imputation of single-cell methylomes

DNA methylation methodologies

DNA methylation is a mechanism that is associated with multiple cellular processes, such as gene
expression. In the last decade, multiple new single-cell protocols have been developed and although
they provide an unprecedented look into cellular processes, they come with some caveats. The smaller
amount of reads result in noisier data.

CpG site imputation

Prediction of methylation states is a well known problem that has been tackled by leveraging depen-
dencies between sites, using multiple techniques:

• Dimensionality reduction
• Imputation of single CpG sites
• Use of information from multiple tissues
• Use of intra and extracellular correlations
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• Differences in local CpG profiles between cells: methylation states at a target sites and its neigh-
bouring ones

Approach

A transfomer model is used to attempt to fill the gaps in a known sequence of methylation states. This
is achieved using a mask and then asking the model to predict the masked value. This approach is
common in NLP, but has not been explored to impute gaps in matrices.

1. Inputs

• CpG matrix
• CpG positions in the genome
• DNA surrounding these sites
• Cell index embedding -> cell identity

The CpG matrix is corrupted by randomly masking some tokens and 20% of the tokens are also
assigned a random binary state.

Five different datasets were used:

Dataset Organism Medium Platform

20 embryonic stem cells Mouse Serum scBS-seq

12 embryonic stem cells Mouse 2i scBS-seq

25 hepatocellular carcinoma cells Human scRRBS-seq

30 monoclonal B lymphocytes Human scRRBS-seq

122 hematopoietic stem cells Human scBS-seq

Methylation states are assigned when #(readspositive)
#(readstotal

≥ 0.5 and holdout validation is used (fixed
splits).

2. Mechanism

The model learns a representation for every site and combines them in a graph-like way. It uses
axial and sliding window attention.

a) Axial attention

Self-attention is a powerful method but it comes at a high computational cost, as its memory
and computation scale quadratically O(n2m2), which makes it prohibitely expensive to
apply it to long sequences (Ho et al. 2019).
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Axial attention applies attention along one axis of the tensor (e.g. height/width of an
image) which is faster than applying it on all the elements. It allows for the majority of the
context to be embedded, with a high degree of parallelism. This reduces the complexity to
O(mn(n + m)).

Figure 9: Types of axial attention layers

b) Sliding window attention

Sliding window attention employs a fixed-size window of size w around each token, each
token then attends to w

2 tokens to each side. The complexity of this pattern is O(n × w), to
make this pattern efficient w needs to be smaller than n.

As CpG sites in close proximity are often correlated, we can apply this mechanism in order
to limit row-wise attention, which reduces the complexity to O(mn(n + w)).

Figure 10: Sliding-window attention

c) Architecture

The CpG trasnformer is composed of a stack of four identical layers, each layer is composed
of three different sublayers arranged in the following order:

• Sliding-window attention
• Layer normalization
• Axial attention (column wise)
• Layer normalization
• MLP (ReLu activation)
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• Layer normalization

Figure 11: Single layer of the CpG transformer

All sublayers have a residual connection and the outputs of the last layer are reduced to
one hidden dimension and subjected to a sigmoid operation.

3. Objective

The objective is to impute and denoise the DNA methylation data, and it is based on the masked
language model (MLM) which is a a type of denoising autoencoding in which the loss function
only acts on the subset of corrupted inputs (Devlin et al. 2019).

4. Results

It provides a general-purpose way of learning interactions between CpG sites within and between
cells. Furthermore, it is also interpretable and enables transfer learning. It also is evaluated
against another DL method DeepCpG and a traditional ML one, CaMelia and it outperforms
both of them. Furthermore, the performance gain seems to be more pronounced in contexts
with higher cell-to-cell variability, which demonstrates an ability to encode cell heterogeneity.
Unfortunately, it cannot be scaled to large number of cells. Data subsetting techniques would
have to be used in order to apply the model, or alternative attention mechanisms (e.g. clustered
attention). Furthermore, its performance is hindered in areas of high sparsity as it is not able to
properly estimate local methylation profiles. The local neighbourdhood is important, as in areas
with low coverage but with a populated neighbourdhood the results are more accurate.

5. Limitations
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Glossary

• Temperature: hyperparameter of neural networks used to control the randomness of predictions,
by scaling the logits prior to applying softmax: logits

temperature . The higher the temperature, the
network is more easily excited and thus results in more diversity and mistakes.

• Ablation: removal of components of the input to evaluate their significance
• Manifold learning: class of unsupervised estimators that seeks to describe datasets as low-

dimensional manifolds embedded in high-dimensional spaces.
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